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#### Abstract

Euler diagrams and Aristotelian diagrams are two of the most important types of diagrams to visualize (relations between) sets. We have previously shown that Euler diagrams for two sets systematically give rise to various Aristotelian diagrams, such as classical squares of opposition. In this paper, we expand this analysis to Euler diagrams for three sets, and show that they give rise to various kinds of hexagons of opposition as well. This move from two to three sets is philosophically well-motivated and technically non-trivial. On the philosophical side, there is a connection with syllogistics, since syllogisms consist of three terms/sets. On the technical side, moving from two to three sets requires us to take the phenomenon of Boolean subtypes into account.
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## 1 Introduction

Throughout history, philosophers, mathematicians and other thinkers have devised various types of diagrams to visualize sets and the various kinds of logical relations that may hold between them. Among the most important such diagram types, there are Euler diagrams, ${ }^{1}$ Hasse diagrams and Aristotelian diagrams. ${ }^{2}$

[^0]Interestingly, each of these labels turn out to be historically misleading: Euler and Hasse diagrams can already be found much earlier than the works of Leonhard Euler (1707-1783) and Helmut Hasse (1898-1979) [17, 30-32, 40]; vice versa, although Aristotelian diagrams have their theoretical roots in the logical works of Aristotle (384-322 BCE), the actual diagrams were drawn only in the 2nd century by Apuleius of Madaura [21,34]. ${ }^{3}$ Each of these diagram types is well-understood on its own, and over the past decade, much research has been done on their various interconnections, i.e., the relation between Aristotelian and Euler diagrams [11, 16, 33], between Aristotelian and Hasse diagrams [2, 13, 15, 43], and finally, between Hasse diagrams and Euler diagrams [3, 4, 37, 38].

In this paper we will delve deeper into the interconnection between Euler and Aristotelian diagrams. Previous work in this area has been historically motivated [11, 33], but also includes a more systematic study [16]. This research has hitherto remained limited to Euler and Aristotelian diagrams for two sets (and their complements). The overarching goal of the present paper is to study the interaction between Euler and Aristotelian diagrams for three sets (and their complements). This move from two to three sets is well-motivated and non-trivial.

On the one hand, it bears emphasizing that this paper is philosophically wellmotivated. After all, one might think that this research line is merely cumulative in nature: after previously considering (Euler and Aristotelian) diagrams for two sets, we now move to three sets, and future papers could be dedicated to four sets, five sets, and so on ad nauseam...However, the case of three-set diagrams is of particular interest, because these are precisely the diagrams that allow us to draw a connection with the logical system of syllogistics. Indeed, a syllogism is required to consist of precisely three terms/sets (traditionally called the 'major term', the 'minor term' and the 'middle term') [26, p. 143]. ${ }^{4}$ A typical example is the famous Barbara syllogism: 'all $M$ are $P$, all $S$ are $M$, so all $S$ are $P^{\prime}$ '.

On the other hand, the results presented in this paper are technically nontrivial. It is well-known in logical geometry that Aristotelian diagrams can have multiple Boolean subtypes $[8,14]$ (this will be explained later in the paper). As long as we restrict ourselves to two sets, the only Aristotelian diagrams we encounter are pairs of contradictories (PCDs), degenerate squares, and classical squares of opposition [16], which all have a unique Boolean complexity. ${ }^{5}$ In other words, as long as we restricted ourselves to two-set diagrams, the entire issue of Boolean subtypes simply did not arise. However, once we move to three sets, we

[^1]will also encounter various hexagons of opposition, such as the Jacoby-SesmatBlanché (JSB) hexagon [1, 25, 42] and the unconnectedness-4 (U4) hexagon [28], which do have multiple Boolean complexities. ${ }^{6}$ In other words, since this paper deals with three-set diagrams, it will also need to take into account the issue of Boolean subtypes, as an additional layer of complexity for our analysis.

The paper is organized as follows. Section 2 briefly recapitulates the previous work on Euler and Aristotelian diagrams for two sets, and then describes a divide and conquer strategy to move to three sets, which looks promising but is ultimately found wanting. Section 3 then presents a better strategy, based on Venn diagrams, which does allow us to systematically describe the relationship between Euler and Aristotelian diagrams for three sets. Finally, Section 4 sketches how such three-set diagrams are related to the logical system of syllogistics.

## 2 The Divide and Conquer Strategy

Given a domain of discourse $D$, it is well-known that each pair $(X, Y)$ of nontrivial ${ }^{7}$ sets stands in exactly one of the following seven relations [44]:

1. contradiction $(C D)$ : $X \cap Y=\emptyset$ and $X \cup Y=D$, i.e., $X=\bar{Y}$,
2. contrariety $(C): \quad X \cap Y=\emptyset$ and $X \cup Y \neq D$, i.e., $X \subset \bar{Y}$,
3. subcontrariety $(S C): \quad X \cap Y \neq \emptyset$ and $X \cup Y=D$, i.e., $X \supset \bar{Y}$,
4. bi-implication $(B I): \quad X \subseteq Y \quad$ and $X \supseteq Y, \quad$ i.e., $X=Y$,
5. left-implication $(L I): \quad X \subseteq Y \quad$ and $X \nsupseteq Y$, i.e., $X \subset Y$,
6. right-implication $(R I): X \nsubseteq Y \quad$ and $X \supseteq Y$, i.e., $X \supset Y$,
7. unconnectedness $(U N): X \cap Y \neq \emptyset$ and $X \cup Y \neq D$ and

$$
X \nsubseteq Y \quad \text { and } \quad X \nsupseteq Y \text {. }
$$

In [16] we systematically investigated how the two-set Euler diagrams for each of these seven binary relations give rise to well-defined Aristotelian diagrams. For example, the Euler diagram for $L I(A, B)$ in Fig. 1(b) gives rise to the classical square of opposition in Fig. 1(e). In general, see [16, Figs. 3-9].

Let us now move from two to three sets. The results above suggest an obvious 'divide and conquer' strategy for systematically transforming three-set Euler diagrams into well-defined Aristotelian diagrams. We start from (a) any Euler diagram for three non-trivial sets $A, B$ and $C$, and decompose it into subdiagrams (b) for $A$ and $B$, (c) for $B$ and $C$, and (d) for $A$ and $C$. Next, we use the results from [16] to transform these two-set diagrams into Aristotelian diagrams (e) for $A$ and $B$, (f) for $B$ and $C$, and (g) for $A$ and $C$, respectively. Finally, we use these last three diagrams to compose (h) a single three-set Aristotelian diagram, which corresponds precisely to the original three-set Euler diagram. As

[^2]

Fig. 1. Using the divide and conquer strategy to turn the Euler diagram for $A \subset B \subset C$ into a Sherwood-Czeżowski hexagon. As usual, contradiction, contrariety, subcontrariety and subalternation are visualized as resp. solid, dashed, dotted lines and arrows.
an easy example, Fig. 1 shows how the Euler diagram for $A \subset B \subset C$ gives rise to a so-called Sherwood-Czeżowski hexagon of opposition [7, 27,29]. The labels (a-h) in Fig. 1 correspond exactly to the steps laid out before.

To do this for all three-set diagrams, note that ( $A, B$ ) stands in exactly one of 7 relations, and similarly for $(B, C)$ and for $(A, C)$, so in total, we have to consider $7 \times 7 \times 7=343$ combinations of pairwise relations. Out of these 343 combinatorial possibilities, many turn out to be set-theoretically inconsistent; for example, if we have $\operatorname{LI}(A, B)$ and $L I(B, C)$, then we must have $\operatorname{LI}(A, C)$, i.e., none of the six other relations is possible for $(A, C)$. A tedious but straightforward calculation shows that out of the 343 combinations, 102 cases represent genuine set-theoretical possibilities. ${ }^{8}$ These 102 three-set Euler diagrams give rise to the following Aristotelian diagrams (concrete examples will be provided in Section 3; formal definitions of all these diagram types can be found in [19]):

> 4 pairs of contradictories, 24 classical squares of opposition, 6 degenerate squares of opposition, 8 Jacoby-Sesmat-Blanché hexagons,

23 Sherwood-Czeżowski hexagons,
24 unconnectedness-4 hexagons,
12 unconnectedness- 8 hexagons,
1 unconnectedness-12 hexagon.

[^3]

Fig. 2. Two Euler diagrams and their corresponding (strong and weak) JSB hexagons.

The divide and conquer strategy seems to work quite well. However, it faces one major technical difficulty: it does not allow us to deal with the fact that hexagons of opposition can have multiple Boolean subtypes. ${ }^{9}$ For example, the Euler diagrams in Fig. 2(a-b) have the same configuration of Aristotelian relations among their three sets: $A, B$ and $C$ are pairwise contrary, and so are $E$, $F$ and $G$. Consequently, the divide and conquer strategy transforms them into the same type of Aristotelian diagram, viz., the Jacoby-Sesmat-Blanché (JSB) hexagons in Fig. 2(c-d), respectively. However, the JSB hexagon in Fig. 2(c) is called strong (and said to have Boolean complexity 3), since $A \cup B \cup C=D$, whereas the JSB hexagon in Fig. 2(d) is called weak (and said to have Boolean complexity 4), since $E \cup F \cup G \neq D .{ }^{10}$ In a truly comprehensive analysis, we want to classify not only which Euler diagrams give rise to which Aristotelian diagrams, but also which Boolean subtypes these resulting Aristotelian diagrams belong to (e.g., a JSB hexagon of Boolean complexity 3 vs 4; a U4 hexagon of Boolean complexity 4 vs 5 , etc.). The divide and conquer strategy does not have the expressive power that is required for this task.

## 3 Using Venn Diagrams to Obtain a Complete Account

To develop a new, more fine-grained account of three-set Euler and Aristotelian diagrams, we start by having another look at the theoretical foundations of our analysis of two-set diagrams. We started Section 2 with the observation that two non-trivial sets stand in exactly one of seven relations, each of which gives rise to a well-defined Aristotelian diagram. In [16, 44], this is proved as follows:

[^4]1. Given two non-trivial sets $A$ and $B$, we draw an Euler diagram that shows $A$ and $B$ as independently as possible, i.e., containing all possible intersections of $A / \bar{A}$ and $B / \bar{B}[44$, p. 536, Fig. 4]. In the present paper, this is shown as Fig. 3(a). Note that this is a Venn diagram.
2. Since we start from 2 sets, the Venn diagram contains $2^{2}=4$ zones $/$ minimal regions, viz., $A \cap B, A \cap \bar{B}, \bar{A} \cap B$ and $\bar{A} \cap \bar{B}$; cf. the labels 1-4 in Fig. 3(a).
3. Each of these 4 zones can either be empty or not, yielding $2^{4}=16$ possibilities. Out of these 16 possibilities, 9 entail that $A$ and/or $B$ is trivial after all, and thus have to be ruled out [44, p. 542-543, Theorem 2].
4. The remaining $16-9=7$ cases represent precisely the 7 possible relations that two non-trivial sets $A$ and $B$ can stand in. These can be visualized as Euler diagrams and also as Aristotelian diagrams. These 7 cases comprise 2 PCDs (for $C D$ and $B I$ ), 4 classical squares of opposition (for $C, S C, L I$ and $R I$ ), and 1 degenerate square of opposition (for $U N$ ) [16, Section 3].

This strategy via Venn diagrams can naturally be generalized from two to three sets. The major advantage of this approach is that the 'detour' via a Venn diagram allows us to take Boolean subtypes into account. ${ }^{11}$ More concretely:

1. Given three non-trivial sets $A, B$ and $C$, we draw an Euler diagram that shows $A, B$ and $C$ as independently as possible, i.e., containing all intersections of $A / \bar{A}, B / \bar{B}$ and $C / \bar{C}$. Again, this is a Venn diagram; cf. Fig. 3(b).
2. Since we start from 3 sets, the Venn diagram contains $2^{3}=8$ zones, viz., $A \cap B \cap C, A \cap B \cap \bar{C}, A \cap \bar{B} \cap C, A \cap \bar{B} \cap \bar{C}, \bar{A} \cap B \cap C, \bar{A} \cap B \cap \bar{C}, \bar{A} \cap \bar{B} \cap C$ and $\bar{A} \cap \bar{B} \cap \bar{C}$; cf. the labels 1-8 in Fig. 3(b).
3. Each of these 8 zones can either be empty or not, yielding $2^{8}=256$ possibilities. Another tedious but straightforward calculation shows that out of these 256 possibilities, 63 entail that $A$ and/or $B$ and/or $C$ is trivial after all, and thus have to be ruled out (cf. the Appendix of this paper).
4. The remaining $256-63=193$ cases represent precisely the 193 possible configurations that three non-trivial sets $A, B$ and $C$ can stand in. These can be visualized as Euler diagrams and also as Aristotelian diagrams. These 193 cases comprise the following Aristotelian diagrams (cf. the Appendix):

- 4 pairs of contradictories: all of them of Boolean complexity (BC) 2,
- 24 classical squares of opposition: all of them of BC 3 ,
- 6 degenerate squares of opposition: all of them of BC 4,
- 16 Jacoby-Sesmat-Blanché hexagons: 8 of BC 3 and 8 of BC 4,
- 24 Sherwood-Czeżowski hexagons: all of them of BC 4,
- 48 unconnectedness-4 (U4) hexagons: 24 of BC 4 and 24 of BC 5,
- 36 unconnectedness-8 (U8) hexagons: 24 of BC 5 and 12 of BC 6 ,
- 35 unconnectedness-12 (U12) hexagons:

2 of BC 4,8 of $\mathrm{BC} 5,16$ of $\mathrm{BC} 6,8$ of BC 7 , and 1 of BC 8 .

[^5]

Fig. 3. Venn diagrams for two and three sets, incl. numeric labels for the zones.

All 256 cases are described in detail in the Appendix. In the remainder of this section, we will discuss examples of all (sub)types of Aristotelian diagrams and the Venn/Euler diagrams that give rise to them. For each example, we show how the Venn diagram described in the Appendix (as a configuration of 8 empty and non-empty zones) gives rise to an Euler diagram (which only shows the non-empty zones), and then determine the corresponding Aristotelian diagram. The latter's Boolean complexity corresponds to the number of non-empty zones in the Venn diagram, or equivalently, to the total number of zones in the Euler diagram. ${ }^{12}$ In each Euler diagram, we include the zone numbers from Fig. 3(b), in order to facilitate the comparison with its description as a Venn diagram in the Appendix. Some Venn diagrams are much easier to turn into natural-looking Euler diagrams than others; in particular, in some cases we are forced to violate some of the so-called 'well-formedness properties' of Euler diagrams, such as no multiple points (i.e., no more than two curves should meet at a single point) and no concurrency (i.e., curve segments should not be concurrent) [18, 41]. In general, when a type of Aristotelian diagrams has multiple Boolean subtypes (e.g., the JSB hexagons, which can be of Boolean complexities 3 and 4), the cases with a higher Boolean complexity are easier ${ }^{13}$ to visualize as an Euler diagram than those with a lower Boolean complexity. Therefore, in the sequence of examples below, we first discuss the case of higher Boolean complexity (e.g., a JSB hexagon of Boolean complexity 4) and only afterward that of lower Boolean complexity (e.g., a JSB hexagon of Boolean complexity 3).

PCD (of Boolean complexity 2). Case 130 from the Appendix involves zones 1 and 8 being non-empty, and all other zones being empty. It is shown as an Euler diagram in Fig. 4(a). Since zones 2 and 5 are empty, we have $A \subseteq B$, and since zones 3 and 7 are empty, we have $A \supseteq B$, and thus $A=B$, i.e., $B I(A, B)$. Completely analogously, we find $B I(B, C)$ and $B I(A, C)$. In total, this yields the PCD in Fig. 4(b).
Note that the Euler diagram in Fig. 4(a) violates no concurrency, since the curves for $A, B$ and $C$ entirely coincide with each other. This is of course a

[^6]

Fig. 4. Euler diagrams giving rise to a PCD and an SC hexagon.


Fig. 5. Euler diagrams giving rise to a classical and a degenerate square.
direct consequence of the fact that $A=B=C$, which is also reflected in the fact that the Aristotelian diagram in Fig. 4(b) is a PCD with 3 labels at each of its vertices (rather than a hexagon with only 1 label per vertex). Analogous remarks apply to the classical and degenerate squares below (cf. Fig. 5).
SC hexagon (of Boolean complexity 4). Case 148 from the Appendix involves zones $1,4,7$ and 8 being non-empty, and all other zones being empty. The corresponding Euler diagram is shown in Fig. 4(c), and does not violate any well-formedness properties. Since zones 2 and 5 are empty, we have $A \subseteq B$, and since zone 7 is non-empty, we have $A \nsupseteq B$, and thus $L I(A, B)$. Completely analogously, we find $L I(B, C)$ and $L I(A, C)$. In total, this yields the SC hexagon in Fig. 4(d). ${ }^{14}$
Classical square (of Boolean complexity 3). Case 146 from the Appendix involves zones 1,4 and 8 being non-empty, and all other zones being empty. It is shown as an Euler diagram in Fig. 5(a). Since zones 2, 3, 5 and 7 are empty, we have $B I(A, B)$. Since zones 3 and 6 are empty, we have $B \subseteq C$, and since zone 4 is non-empty, we have $B \nsupseteq C$, and thus $L I(B, C)$. Analogousy, we find $L I(A, C)$. In total, this yields the classical square in Fig. 5(b).
Degenerate square (of Boolean complexity 4). Case 150 from the Appendix involves zones $1,4,6$ and 8 being non-empty, and all other zones being empty. It is shown as an Euler diagram in Fig. 5(c). Since zones 2, 3, 5 and 7 are empty, we have $B I(A, B)$. Since zones $1,4,6$ and 8 are non-empty, we find that resp. $\bar{B} \cap \bar{C}, \bar{B} \cap C, B \cap \bar{C}$ and $B \cap C$ are non-empty, and thus $U N(B, C)$. Completely analogously, we find $U N(A, C)$. In total, this yields the degenerate square in Fig. 5(d).

[^7]

Fig. 6. Euler diagrams giving rise to JSB hexagons of Boolean complexities 4 and 3.

JSB hexagon of Boolean complexity 4. Case 241 from the Appendix involves zones $1,2,3$ and 4 being non-empty, and all other zones being empty. The corresponding Euler diagram is shown in Fig. 6(a), and does not violate any well-formedness properties. Since zones 6 and 8 are empty, we have $A \cap B=\emptyset$, and since zones 1 and 4 are non-empty, we have $A \cup B \neq D$, and thus $C(A, B)$. Completely analogously, we also find $C(B, C)$ and $C(A, C)$. In total, this yields the JSB hexagon in Fig. 6(b).
JSB hexagon of Boolean complexity 3. Case 113 from the Appendix involves zones 2,3 and 4 being non-empty, and all other zones being empty. The corresponding Euler diagram is shown in Fig. 6(c). This case (113) is exactly like the one before (241), except that zone 1 is now empty. This means that the Euler diagram in Fig. 6(c) can be viewed as the result of removing zone 1 from the Euler diagram in Fig. 6(a). As a result, the new Euler diagram in Fig. 6(c) violates the wellformedness property of no concurrency, since the curves for $A$ and $B$ (and those for $B$ and $C$ ) are partially concurrent. Just like in the previous case, we find $C(A, B), C(B, C)$ and $C(A, C)$, and thus again obtain the JSB hexagon in Fig. 6(b). ${ }^{15}$
U4 hexagon of Boolean complexity 5. Case 249 from the Appendix involves zones $1,2,3,4$ and 5 being non-empty, and all other zones being empty. The corresponding Euler diagram is shown in Fig. 7(a), and does not violate any well-formedness properties. Since zones 6 and 8 are empty, we have $A \cap B=\emptyset$, and since zones 1 and 4 are non-empty, we have $A \cup B \neq D$, and thus $C(A, B)$. Completely analogously, we also find $C(B, C)$. Since zones 1 , 2,4 and 5 are non-empty, we find that resp. $\bar{A} \cap \bar{C}, A \cap \bar{C}, \bar{A} \cap C$ and $A \cap C$ are non-empty, and thus $U N(A, C)$. In total, this yields the U 4 hexagon in Fig. 7(b).
U4 hexagon of Boolean complexity 4. Case 121 from the Appendix involves zones $2,3,4$ and 5 being non-empty, and all other zones being empty. The

[^8]

Fig. 7. Euler diagrams giving rise to U4 hexagons of Boolean complexities 5 and 4 .


Fig. 8. Euler diagrams giving rise to U8 hexagons of Boolean complexities 6 and 5 .
corresponding Euler diagram is shown in Fig. 7(c). This case (121) is exactly like the one before (249), except that zone 1 is now empty. This means that the Euler diagram in Fig. 7(c) can be viewed as the result of removing zone 1 from the Euler diagram in Fig. 7(a). As a result, the new Euler diagram in Fig. 7(c) violates the well-formedness property of no concurrency, since the curves for $A$ and $B$ (and those for $B$ and $C$ ) are partially concurrent. Just like in the previous case, we find $C(A, B), C(B, C)$ and $U N(A, C)$, and thus again obtain the U4 hexagon in Fig. 7(b).
U8 hexagon of Boolean complexity 6. Case 247 from the Appendix involves zones $1,2,3,4,6$ and 7 being non-empty, and all other zones being empty. The corresponding Euler diagram is shown in Fig. 8(a), and does not violate any well-formedness properties. Since zones $2,3,4$ and 6 are non-empty, we find that resp. $A \cap \bar{B}, \bar{A} \cap B, \bar{A} \cap \bar{B}$ and $A \cap B$ are non-empty, and thus $U N(A, B)$. Completely analogously, we also find $U N(B, C)$. Finally, since zones 5 and 8 are empty, we have $A \cap C=\emptyset$, and since the other zones are non-empty, we have $A \cup C \neq D$, and thus $C(A, C)$. In total, this yields the U8 hexagon in Fig. 8(b).
U8 hexagon of Boolean complexity 5. Case 119 from the Appendix involves zones $2,3,4,6$ and 7 being non-empty, and all other zones being empty. The


Fig. 9. Euler diagrams giving rise to U12 hexagons of BC 8, 7, 6, 5 and 4.
corresponding Euler diagram is shown in Fig. 8(c). This case (119) is exactly like the one before (247), except that zone 1 is now empty. This means that the Euler diagram in Fig. 8(c) can be viewed as the result of removing zone 1 from the Euler diagram in Fig. 8(a). As a result, the new Euler diagram in Fig. 8(c) violates both the well-formedness property of no multiple points (since the curves for $A, B$ and $C$ all meet at a single point) and that of no concurrency (since the curves for $A$ and $C$ are partially concurrent). Just like in the previous case, we find $U N(A, B), U N(B, C)$ and $C(A, C)$, and thus again obtain the U8 hexagon in Fig. 8(b).
U12 hexagon of Boolean complexity 8. Case 256 from the Appendix involves all zones being non-empty. Consequently, the corresponding Euler diagram, as shown in Fig. 9(a), simply is a Venn diagram, and does not violate any well-formedness properties. Since zones $2,3,4$ and 6 are non-empty, we find that resp. $A \cap \bar{B}, \bar{A} \cap B, \bar{A} \cap \bar{B}$ and $A \cap B$ are non-empty, and thus $U N(A, B)$. Completely analogously, we also find $U N(B, C)$ and $U N(A, C)$. In total, this yields the U12 hexagon in Fig. 9(f).
U12 hexagon of Boolean complexity 7. Case 255 from the Appendix involves all zones being non-empty, except for zone 8 . The corresponding Euler diagram is shown in Fig. 9(b), and can be viewed as the result of removing zone 8 from the Euler/Venn diagram in Fig. 9(a). As a result, the new Euler diagram in Fig. 9(b) violates the well-formedness property of no multiple points, since the curves for $A, B$ and $C$ all meet at a single point. Just like in the previous case, we find $U N(A, B), U N(B, C)$ and $U N(A, C)$, and thus again obtain the U12 hexagon in Fig. 9(f).
U12 hexagon of Boolean complexity 6. Case 127 from the Appendix involves all zones being non-empty, except for zones 1 and 8 . The corresponding Euler diagram is shown in Fig. 9(c), and can be viewed as the result of
removing zone 1 from the Euler diagram in Fig. 9(b), or alternatively, as the result of removing zones 1 and 8 from the Euler/Venn diagram in Fig. 9(a). As a result, the new Euler diagram in Fig. 9(c) violates the well-formedness property of no multiple points, since the curves for $A, B$ and $C$ all meet at a single point. Just like in the previous case, we find $U N(A, B), U N(B, C)$ and $U N(A, C)$, and thus again obtain the U12 hexagon in Fig. 9(f).
U12 hexagon of Boolean complexity 5. Case 242 from the Appendix involves all zones being non-empty, except for zones 5,6 and 7 . The corresponding Euler diagram is shown in Fig. 9(d), and can be viewed as the result of simultaneously removing zones 5,6 and 7 from the Euler/Venn diagram in Fig. 9(a). As a result, the new Euler diagram in Fig. 9(d) violates the well-formedness property of no concurrency, since the curves for $A$ and $B$ (and those for $B$ and $C$, and those for $A$ and $C$ ) are partially concurrent. We still have $U N(A, B), U N(B, C)$ and $U N(A, C)$, and thus again obtain the U12 hexagon in Fig. 9(f).
U12 hexagon of Boolean complexity 4. Case 114 from the Appendix involves zones 2, 3, 4 and 8 being non-empty, and all other zones being empty. The corresponding Euler diagram is shown in Fig. 9(e), and can be viewed as the result of removing zone 1 from the Euler diagram in Fig. 9(d), or alternatively, as the result of removing zones $1,5,6$ and 7 from the Euler/Venn diagram in Fig. 9(a). As a result, the new Euler diagram in Fig. 9(e) violates the well-formedness property of no concurrency, since the curves for $A$ and $B$ (and those for $B$ and $C$, and those for $A$ and $C$ ) are partially concurrent. We still have $U N(A, B), U N(B, C)$ and $U N(A, C)$, and thus again obtain the U12 hexagon in Fig. 9(f).

To conclude this systematic discussion, it is worth highlighting how intricately (the examples of) the various Boolean subtypes of U12 hexagons are related to each other. Starting from the Euler/Venn diagram in Fig. 9(a), which is of Boolean complexity 8 , we can either (i) remove zone 8 (corresponding to the triple intersection $A \cap B \cap C)$ to obtain the Euler diagram in Fig. 9(b), which is of BC 7 , or (ii) remove zones 5,6 and 7 (corresponding to the 'binary' intersections $A \cap B \cap \bar{C}, A \cap \bar{B} \cap C$ and $\bar{A} \cap B \cap C)$ to obtain the Euler diagram in Fig. 9(d), which is of BC 5 . In either scenario, we can subsequently remove zone 1: in scenario (i) this takes us from Fig. 9(b) to Fig. 9(c), which is of BC 6 ; in scenario (ii), this takes us from Fig. 9(d) to Fig. 9(e), which is of BC 4.

## 4 Outlook: Aristotelian Diagrams and Syllogistics

It is quite common to explain syllogistics, and in particular the validity of specific syllogisms, using Euler diagrams [26, p. 141ff.] or Venn diagrams; cf. [6, p. 197ff.], [26, p. 207ff.] and [39, p. 74ff.]. In light of the results from the previous section, we are now in a position to draw a connection with Aristotelian diagrams as well. For reason of space, we do not provide a detailed introduction to the system of syllogistics (using the traditional terminology of 'mood', 'figure', etc.), which can be found in many traditional as well as symbolic logic textbooks [6, 26, 39].

The semantic/model-theoretic validity of an argument is defined as truth preservation: every model that makes all premises true, also makes the conclusion true. In the case of a syllogism, which has precisely three terms (distributed over two premises and one conclusion), this universal quantification over models can be replaced with a universal quantification over the 256 Venn diagrams (and their corresponding Euler and Aristotelian diagrams) described in the Appendix. A syllogism is thus valid iff every diagram that makes its two premises true, also makes its conclusion true. As an example, let's consider the famous Barbara syllogism: 'all $M$ are $P$, all $S$ are $M$, so all $S$ are $P$ '. The first premise is true whenever $B I(M, P)$ or $L I(M, P)$, and similarly, the second premise is true whenever $B I(S, M)$ or $L I(S, M)$. We thus have to consider four cases in total:
$\boldsymbol{B I}(\boldsymbol{M}, \boldsymbol{P})$ and $\boldsymbol{B I}(\boldsymbol{S}, \boldsymbol{M})$. In this case, it follows that $B I(S, P)$, and thus the conclusion ('all $S$ are $P^{\prime}$ ') is also true. This is case 130 from the Appendix, which gives rise to a PCD; cf. Fig. $4(\mathrm{a}-\mathrm{b}) .{ }^{16}$
$\boldsymbol{L I}(\boldsymbol{M}, \boldsymbol{P})$ and $\boldsymbol{B I}(\boldsymbol{S}, \boldsymbol{M})$. In this case, it follows that $L I(S, P)$, and thus the conclusion is also true. This is case 146 from the Appendix, which gives rise to a classical square of opposition; cf. Fig. 5(a-b).
$\boldsymbol{B I}(\boldsymbol{M}, \boldsymbol{P})$ and $\boldsymbol{L I}(\boldsymbol{S}, \boldsymbol{M})$. In this case, it follows that $L I(S, P)$, and thus the conclusion is also true. This is case 132 from the Appendix, which gives rise to a classical square of opposition.
$\boldsymbol{L I}(\boldsymbol{M}, \boldsymbol{P})$ and $\boldsymbol{L I}(\boldsymbol{S}, \boldsymbol{M})$. In this case, it follows that $L I(S, P)$, and thus the conclusion is also true. This is case 148 from the Appendix, which gives rise to a Sherwood-Czeżowski hexagon; cf. Fig. 4(c-d).

Since all diagrams which make the two premises of Barbara true, also make its conclusion true, we find that Barbara is valid. Furthermore, we observe that this validity is exhibited by $1 \mathrm{PCD}, 2$ classical squares and 1 SC hexagon (for the four corresponding Euler diagrams, also see [26, p. 203]). Using the ranking numbers from the Appendix, we can write $\llbracket$ Barbara $\rrbracket=\{130,132,146,148\}$.

Continuing along this way, we obtain a diagrammatic semantics for syllogistics, which maps every syllogism $\sigma$ onto a set $\llbracket \sigma \rrbracket \subseteq\{1,2, \ldots, 255,256\}$. In ongoing research, we are investigating the properties of this semantics. For example, one can show that if there is a U12 hexagon in $\llbracket \sigma \rrbracket$, then $\sigma$ is invalid. This establishes an important connection between unconnectedness (as a relation between propositions [44]) and invalidity (as a property of arguments).
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## Appendix: Description of All 256 Cases

The table below describes all $2^{8}=256$ cases, as computed in Section 3. Each case is described as follows: a ranking number (from 1 to 256 ) that uniquely identifies the case, a description of which zones/minimal regions (cf. the numbering in Fig. 3(b)) are empty (indicated by ' $O$ ') and which are non-empty (indicated by ' $\bullet$ '), and finally, a classification of the corresponding Aristotelian diagram. If a case entails that at least one of the sets $A, B$ or $C$ is trivial (i.e., equal to $\emptyset$ or to the domain $D$ ), this is indicated by '-'. The Boolean complexity of each case can simply be determined by counting the number of $\bullet$ 's in the case description.



[^0]:    * The first author holds a Research Professorship (BOFZAP) from KU Leuven. This research was funded through the KU Leuven research project 'BITSHARE: Bitstring Semantics for Human and Artificial Reasoning' (3H190254, 2019 - 2023).
    ${ }^{1}$ An important subcase of Euler diagrams concerns the Venn diagrams. Given $n$ sets, there are $2^{n}$ so-called zones/minimal regions. While an Euler diagram need not show each of these zones (e.g., because some zones are known to be empty anyway), a Venn diagram is required to show all zones, and to use shading to explicitly indicate that a given zone is known to be empty (thus also allowing us to express partial knowledge) $[23,24]$. Venn diagrams can be viewed as a proper subclass of Euler diagrams, i.e., "every Venn diagram is an Euler diagram, but not every Euler diagram is a Venn diagram" [41, p. 134]. Venn diagrams will play a crucial role later in the paper.
    ${ }^{2}$ Aristotelian diagrams are traditionally considered to visualize propositions (and the relations between them), rather than sets (and the relations between them). How-

[^1]:    ever, note that (i) propositions can themselves be viewed as sets, viz., sets of possible worlds [45], and (ii) Aristotelian diagrams are most naturally defined relative to some Boolean algebra, which can consist of sets just as well as of propositions [10, 16].
    ${ }^{3}$ See [5] for a dissenting voice, ascribing the square of opposition directly to Aristotle.
    ${ }^{4}$ This specific number of terms even lies at the source of one of the traditional fallacies: the quaternio terminorum. If one of the terms in a syllogism is ambiguous between two distinct meanings, then we are dealing with a total number of four, rather than three, terms/meanings/sets, which renders the syllogism invalid [6, p. 206ff.].
    ${ }^{5}$ In particular, PCDs always have Boolean complexity 2, classical squares of opposition always have Boolean complexity 3, and degenerate squares always have Boolean complexity $4[8,14]$.

[^2]:    ${ }^{6}$ In particular, JSB hexagons can have Boolean complexities 3 and $4[14,36]$, while U4 hexagons can have have Boolean complexities 4 and 5 [12]. This issue is not restricted to hexagons of opposition; for example, Buridan octagons (which we encounter when studying four-set Euler diagrams) can have Boolean complexities 4, 5 and $6[9]$.
    ${ }^{7}$ Given the domain of discourse $D$, a set $X$ is said to be non-trivial iff $\emptyset \neq X \neq D$.

[^3]:    ${ }^{8}$ Historically speaking, this approach is analogous to what Gergonne already did in $1817[20,22]$. He only assumed the sets to be non-empty $(X \neq \emptyset)$, rather than nontrivial $(\emptyset \neq X \neq D)$, and therefore worked with 5 relations instead of 7 (using our notation, Gergonne's relations are $B I, L I, R I, C D \cup C$ and $S C \cup U N)$. Gergonne thus considered $5 \times 5 \times 5=125$ combinations of pairwise relations, and showed that 54 of them represent genuine set-theoretical possibilities [20, pp. 211-213].

[^4]:    ${ }^{9}$ We did not encounter this issue in [16], since there, we only dealt with PCDs, classical squares and degenerate squares, which all have a unique Boolean complexity (recall Footnote 5). We did not encounter this problem in the example in Fig. 1 either, since Sherwood-Czeżowski hexagons have a unique Boolean complexity as well (viz., 4).
    ${ }^{10}$ Demey [11] already discussed a concrete historical example of this situation, without emphasizing its theoretical significance. In particular, Fig. 6(a-b) of [11, p. 196] is a three-set Euler diagram that gives rise to a strong JSB hexagon, while Fig. 10(a-b) of [11, p. 201] is a three-set Euler diagram that gives rise to a weak JSB hexagon.

[^5]:    ${ }^{11}$ The tight connection that Boolean considerations have with Venn diagrams (more so than with Euler diagrams) has recently also been emphasized by Moktefi and Lemanski: "instead of orienting to syllogistic like Euler diagrams, Venn applied Boolean algebra" [35, p. 887, emphases added]. The connection between Euler diagrams, Aristotelian diagrams and syllogistics will be explored further in Section 4.

[^6]:    ${ }^{12}$ This is an interesting visual perspective on the notion of Boolean complexity, which has hitherto mainly been studied in logical geometry from a more abstract (logical/algebraic) perspective [8, 15].
    ${ }^{13}$ I.e., violating fewer well-formedness properties.

[^7]:    ${ }^{14}$ Note that this is precisely the example that we already dealt with using the divide and conquer strategy in Section 2; in particular, cf. Fig. 1(a,h).

[^8]:    ${ }^{15}$ Note that the JSB hexagons of Boolean complexities 4 and 3 that we have just considered are precisely those that were already used in Section 2 to demonstrate the expressive inadequacy of the divide and conquer strategy; in particular; cf. Fig. 2.

